Predicting Cuvier’s (*Ziphius cavirostris*) and *Mesoplodon* beaked whale population density from habitat characteristics in the eastern tropical Pacific Ocean
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ABSTRACT

Temporally dynamic environmental variables and fixed geographic variables were used to construct generalised additive models to predict Cuvier’s (*Ziphius cavirostris*) and *Mesoplodon* beaked whale encounter rates (number of groups per unit survey effort) and group sizes in the eastern tropical Pacific Ocean. The beaked whale sightings and environmental data were collected simultaneously during the Southwest Fisheries Science Center’s cetacean line-transect surveys conducted during the summers and autumns of 1986-90 and 1993. Predictions from the encounter rate and group size models were combined with previously published estimates of line-transect sighting parameters to describe patterns in beaked whale population density (number of individuals per unit area) throughout the study area. Results provide evidence that the previously proposed definition of beaked whale habitat may be too narrow and that beaked whales may be found from the continental slope to the abyssal plain, in waters ranging from well-mixed to highly stratified. Areas with the highest predicted population densities were the Gulf of California, the equatorial cold tongue and coastal waters, including the west coast of the Baja Peninsula and the Costa Rica Dome. Offshore waters in the northern and southern subtropical gyres had the lowest predicted *Mesoplodon* densities, but density predictions were high for Cuvier’s beaked whales in the waters southeast of the Hawaiian Islands. For both encounter rate and group size models, there was no geographic pattern evident in the residuals as measured by the ratio of pooled predicted to pooled observed values within geographic strata.
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INTRODUCTION

Recent scientific efforts to describe and quantify beaked and bottlenose whale (family Ziphiidae) habitats have been primarily motivated by an interest in mitigating, minimising or eliminating harmful effects of human activities on ziphid whales for conservation or management purposes. Concerns regarding the association of beaked whale mass strandings with loud anthropogenic noise in the marine environment (e.g. Anon., 2001; Peterson, 2003; Cox et al., 2006) have placed an ecological imperative on the quest for basic knowledge about these cetaceans.

Beaked whales are particularly difficult cetaceans to study because they are infrequently encountered (Houston, 1990a; Ostrom et al., 1993; Weir et al., 2001; Mead, 2002). Furthermore, when human observers are in close proximity, beaked whales may go unnoticed because they have long dive times, surface without a visible blow or splash (Barlow, 1999; Weir et al., 2001) and are relatively silent when they are within 200m of the surface (Johnson et al., 2004). As a result, most knowledge about many beaked whale species comes only from stranded specimens (Houston, 1990a; b; Palacios, 1996; Dalebout et al., 2002). New species have recently been identified and described (Reyes et al., 1991; Pitman et al., 1999; Pitman and Lynn, 2001; Dalebout et al., 2002). Dalebout et al. (2002) noted that, ‘Of the twelve cetacean species described in the last 100 years, eight have been ziphids, primarily of the genus *Mesoplodon*’. Nevertheless, progress is ongoing in efforts to understand the ecology of beaked whales.

It is conventionally thought that beaked and bottlenose whales prefer deep-water habitats (Jefferson et al., 1993; Mead, 2002; Reeves et al., 2002). Beyond this basic preference, several authors have described beaked and bottlenose whale habitat preferences for specific study areas based on qualitative or correlation studies (reviewed by Ferguson, 2005). In the Gulf of Mexico, beaked whales were found in the deepest average water depths of any cetacean species (Davis et al., 1998). Most studies have reported that beaked whales are commonly seen in waters over the continental slope (in waters 200-2,000m depth) (Waring et al., 2001; Hooker et al., 2002; Wimmer, 2003; MacLeod et al., 2004) and submarine canyons (D’Amico et al., 2003; Wimmer, 2003; Wimmer and Whitehead, 2004). MacLeod et al. (2004) also found that Cuvier’s (*Ziphius cavirostris*) and *Mesoplodon* beaked whales were most often sighted over seafloors with greater slopes than the remainder of the study area in the Bahamas. Several authors have speculated that the distribution of beaked whales (or cetaceans in general) is likely to be primarily determined by prey availability (Davis et al., 1998; Cañadas et al., 2002; Hooker et al., 2002; MacLeod, 2005).

Various methods have been used to quantitatively model the habitat preferences of beaked whales (reviewed by Ferguson, 2005). The most commonly used method has been logistic regression or generalised linear models (GLMs) with a logistic link function to model beaked whale distribution as a function of habitat variables. Using GLM, Waring et al. (2001) and Hamazaki (2002) found that Cuvier’s and *Mesoplodon* beaked whales off the northeastern coast of the US were associated with the outer shelf edge. Cañadas et al. (2002) used GLMs to examine beaked whale distributions in the Mediterranean Sea and found that functions of depth were better predictors than those of seafloor slope. Another quantitative method applied to beaked whale habitat studies is ecological niche factor
analysis (ENFA; MacLeod, 2005), which has shown that beaked whales in the North Atlantic Frontier (from west of the Hebrides in Scotland to the west and north of Shetland) tend to occupy deeper waters in areas with higher slopes than average, and prefer southward and westward facing slopes. MacLeod and Zuur (2005) used generalised additive models (GAMs) and classification and regression trees (CART) to examine beaked whale habitat associations in the Bahamas and found that depth, seabed slope and seabed aspect were all important factors.

Few of the previous attempts to model beaked whale distribution have been based on data collected over broad geographic areas and few included substantial areas of deep-water habitat with low seafloor slope (abyssal plains). None of the previous studies included variation in beaked whale group size with habitat variables. Only the recent studies by MacLeod and Zuur (2005) allowed for nonparametric, nonlinear responses to habitat gradients. In this paper, beaked whale habitat preferences and distributions were modelled from ship line-transect surveys conducted in a vast area of the eastern tropical Pacific Ocean (ETP) that included continental shelf, slope and abyssal plain habitats. Geographic variation in the population densities (number of individuals per unit area) of two genera of beaked whales, Cuvier’s beaked whales and Mesoplodon beaked whales (M. densirostris, M. peruvianus, and Mesoplodon spp.), were quantified by modelling variation in encounter rates (number of sightings per unit of survey effort) and group sizes using GAMs. The results suggest that some of the generalities that have been inferred from previous, more limited studies do not appear valid for these species in the ETP.

METHODS

Study area

The study area encompassed 19.6 million km$^2$ of the ETP (Fig. 1). Circulation patterns in the surface waters of the region are dominated by the zonal equatorial current system between the anticyclonic North and South Pacific subtropical gyres (Kessler, 2005). The California Current and the Peru Current form the eastern boundaries of the North and South Pacific gyres, respectively (Fig. 2). The California Current flows into the North Equatorial Current and the Peru Current flows into the South Equatorial Current. The North Equatorial Countercurrent flows towards the east in the latitudes between the North and South Equatorial Current. Three primary surface water masses exist in the ETP: the warm, low-salinity Tropical Surface Water (TSW), which includes the eastern Pacific warm pool and underlies the Intertropical Convergence Zone (ITCZ), a zonal band between 5° and 10°N where rainfall is high as a result of the north and south trade winds converging; the higher-salinity Equatorial Surface Water (ESW) (the coldest surface water mass) with the equatorial cold tongue projecting from its eastern boundary; and the cool, Subtropical Surface Waters (SSW) located towards the poleward edges of the ETP, where the highest salinities are found (Fiedler and Talley, 2005) (Fig. 2). The thermocline is strongest beneath the TSW and weakest beneath the SSW (Fiedler and Talley, 2005). Although not considered part of the ETP, but included in the analysis nonetheless, the Gulf of California is a region in which evaporation largely exceeds precipitation, resulting in highly saline surface waters. Physical and biological processes in the study area interact to yield highly productive waters in the upwelling regions of the California Current, Peru Current, equatorial cold tongue and Costa Rica Dome, in contrast to the low productivity of the oligotrophic SSWs (Ryther, 1969; Fiedler and Philbrick, 2002; Fiedler, 2002) (Fig. 2). In general, both coastal and oceanic upwelling regions are characterised by relatively weak and shallow thermoclines and high levels of chlorophyll. In comparison, the oligotrophic regions have stronger and deeper thermoclines and lower levels of chlorophyll.

Field methods

Cetacean sightings data and in situ oceanographic data were collected on Southwest Fisheries Science Center (SWFSC) research cruises conducted during the summer and autumn of each year 1986-90 and 1993. Two National Oceanic and Atmospheric Administration (NOAA) research vessels, David Starr Jordan and McArthur, followed standard line-transect protocols (Buckland et al., 2001) to survey cetaceans in the ETP, while concurrently collecting a suite of oceanographic data over the length of the trackline.

Kinsey et al. (2000) provide a complete description of the SWFSC cetacean data collection procedures followed during the ship-based line-transect surveys. In brief, two teams of three visual observers rotated through three positions located on the flying bridge of the ship. Starboard and port observers used 25 x 150 ‘big eye’ binoculars, scanning an arc of approximately 100° extending from the starboard and port beams, respectively, to 10° on the opposite side of the trackline. A third observer, the designated data recorder, searched by naked eye and occasionally 7 x 50 binoculars across the entire 180° arc in front of the ship. All cetaceans sighted were identified to the lowest taxonomic level possible. Group size estimates were recorded independently by each observer.

The in situ oceanographic data collected during the line-transect surveys and considered as potential predictor variables in the encounter rate and group size models were: sea surface temperature (SST); sea surface salinity; thermocline depth; thermocline strength; and the natural logarithm of surface chlorophyll concentration (hereinafter simply referred to as surface chlorophyll concentration). Details of the oceanographic data collection methods for each ship and each year 1986-90 are available in Thayer et al. (1988a; b; c; d), Lierheimer et al. (1989a; b; 1990a; b), and Philbrick et al. (1991a; b). Oceanographic methods and results from the 1993 cruise have not yet been published. The temperature and salinity of the sea surface were recorded continuously using a thermostasaligraph and then

![Fig. 1. Transect lines covered during the 1986-90, and 1993 shipboard cetacean line-transect surveys conducted by the SWFSC in the ETP.](image-url)
summarised into hourly means, resulting in a spatial resolution of approximately 18.5km (Table 1). Thermocline depth and strength were derived from conductivity temperature depth (CTD) stations and expendable bathythermograph (XBT) probes, having a spatial resolution of approximately 40-110km (Table 1). Surface chlorophyll concentrations have a spatial resolution of approximately 15-130km (Table 1). Beaufort sea state was recorded while the marine mammal observers were on-effort and was updated whenever conditions changed. Beaufort sea state is a dominant factor affecting the visibility of cetaceans; therefore it was included in all models to account for potential biases due to visibility. Although it might be possible to account for the sea state visibility bias elsewhere in the density analysis, including Beaufort sea state as a predictor variable in the generalised additive model automatically accounts for correlations among other predictor variables, thereby providing a better assessment of each predictor variable’s individual effects on the response variable (Hastie and Tibshirani, 1990).

Additional environmental data that were considered in the models include distance from shore, depth and slope of the ocean bottom, latitude and longitude. Offshore distance was calculated as the shortest distance between a given point on the trackline and the closest point on the North, Central or South American mainland. Depth data were obtained from the National Geophysical Data Center’s TerrainBase data set, which had a spatial resolution of 5 minutes (approximately 9 x 9km). The slope was derived from the depth data in the two-step process described below.

**Analytical methods**

In preparation for building the models, the beaked whale sighting data and oceanographic data were summarised into 9km segments of on-effort trackline, corresponding roughly to the finest resolution of environmental data. The 9km distance for each segment was measured directly along the trackline; therefore, the start and end points of a given segment may have been less than 9km apart as measured by straight-line distance if the trackline in the segment followed bends or curves. Conversely, the straight-line distance between segment start and end points could have been greater than 9km if off-effort sections of trackline intervened between contiguous on-effort sections in a given segment. In those instances when off-effort sections separated contiguous on-effort sections, data from the discontinuous sections of on-effort trackline were summarised together if the distance between sequential sections of on-effort trackline was less than 9km. Otherwise, the on-effort section before observers went off effort was omitted and the start point for the new segment was located at the beginning of the on-effort section following the lag in effort. Due to the relatively small scale of the analysis, autocorrelation undoubtedly exists in the sighting and oceanographic data on neighbouring 9km segments. Nevertheless, the primary goal was prediction rather than explanation of ecological relationships or hypothesis testing; therefore, the problems associated with inflated sample size and autocorrelation are largely irrelevant because they do not add appreciable bias to the parameter estimates required for prediction (Neter et al., 1990; Hamazaki, 2004).

Oceanographic values for each segment were calculated as weighted averages of the data from the oceanographic stations immediately before and after each segment midpoint, where the midpoint was defined as the point at which 4.5km of on-effort trackline had been covered. Inverse distance weighting (distance\(^{-1}\)) was used for thermocline depth, thermocline strength, and surface chlorophyll, whereas time\(^{-1}\) weighting was used for SST and sea surface salinity. This difference in weighting methods was necessary because the latter oceanographic data were recorded with only a time stamp. Nevertheless, the ships travelled at approximately a constant speed, so the inverse distance and inverse time weighting methods are roughly comparable. Depth values for each segment were calculated as the inverse distance weighted average depth of the four closest nodes in the TerrainBase 5 x 5 minute grid to the segment midpoint. Assigning slope values to each segment required two steps. First, slope values were calculated for each node on the 5 x 5 minute grid as the magnitude of the depth gradient:
Using compass-based grid notation and representing the slope angle in degrees yields the following equation:

\[
\text{Slope} = \left( \frac{180}{\pi} \right) \cdot \arctan \left( \sqrt{\frac{(Z_E - Z_W)^2}{2\Delta x}} + \frac{(Z_N - Z_S)^2}{2\Delta y} \right)
\]

where \(Z_E\), \(Z_W\), \(Z_N\), and \(Z_S\) refer to the grid nodes to the east, west, north, and south of the desired node. Second, the slope for the segment midpoint was assigned the value of the slope of the node closest to the segment midpoint.

Beaked whale sightings data for each segment were summarised as the total number of groups sighted and the average group size in the segment. Prior research has shown that individual observers’ total estimates of group size can be biased when compared to counts made from aerial photographs and that group size estimates can be improved by applying individual-specific calibrations to correct this bias (Gerrodette et al., 2002). Computing the average group size for each segment required three steps: (1) calculation of the bias-corrected group size estimate for each observer for each sighting in the segment based on individual calibration coefficients; (2) calculation of the mean group size estimate, averaged over all observers, for each sighting in the segment; and (3) calculation of the mean group size estimate, averaged over all sightings, for each segment. For (1) one of three methods was used; all methods were derived by comparing the observers’ uncalibrated group size estimates with group size estimates obtained from photographs of cetacean groups taken during the surveys. Direct calibration with quasi-maximum likelihood bias correction was the preferred method and was used if the group size estimates and Beaufort sea state data necessary for the observer’s calibration were available (Gerrodette et al., 2002). Directly calibrated observers have two types of direct calibrations, one that is year-specific and one that is a dynamic in situ oceanographic data described above. A GAM (Hastie and Tibshirani, 1990) may be represented as:

\[
g(\mu) = \alpha + \sum_{j=1}^{p} f_j(X_j)
\]

As in GLMs, the function \(g(\mu)\) is known as the link function, and it relates the mean of the response variable given the predictor variables, \(\mu=E(Y|X_1,\ldots,X_p)\), to the additive predictor \(\alpha + \sum f_j(X_j)\). GAMs are nonparametric extensions of GLMs: the components \(f_j(X_j)\) in the additive predictor may include nonparametric smooth functions of the predictor variables, allowing GAMs to be considerably more flexible than GLMs, which are restricted by the constraints of the linear predictor, \(\alpha + \beta X_j\). Separate GAMs were built to describe and predict beaked whale encounter rates and average group sizes. The encounter rate data were essentially clustered counts; therefore, the number of

### Table 1

<table>
<thead>
<tr>
<th>Variable</th>
<th>Resolution</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sea surface temperature</td>
<td>Recorded every five minutes; summarised into hourly means (approx. 18.5 km)</td>
</tr>
<tr>
<td>Sea surface salinity</td>
<td>Recorded every five minutes; summarised into hourly means (approx. 18.5 km)</td>
</tr>
<tr>
<td>Thermocline depth*</td>
<td>40-110 km</td>
</tr>
<tr>
<td>Thermocline strength*</td>
<td>40-110 km</td>
</tr>
<tr>
<td>Surface chlorophyll concentration</td>
<td>15-130 km</td>
</tr>
</tbody>
</table>

*These variables were derived from CTD (conductivity, temperature, and depth) and XBT (expendable bathythermograph) data.
sightings in each segment were modelled using a quasi-likelihood error distribution with variance proportional to the mean and a logarithmic link function (approximating an over-dispersed Poisson distribution). Encounter rate models were built using all 9km segments, regardless of whether they contained sightings. Observed distributions of cetacean group sizes in the ETP region typically have long tails and are restricted to positive, real values. Furthermore, after correcting for bias and averaging group sizes across individuals and sightings in each segment, group size estimates are likely to be non-integer valued. Therefore, GAMs were built using the natural logarithm of group size as the response variable and a Gaussian error distribution with the identity link function. Group size models were built on only the 9km segments that contained Cuvier’s or Mesoplodon beaked whale sightings with valid group size estimates.

The encounter rate and group size GAMs were built using S-PLUS 6 for Windows. Forward/backward stepwise selection of variables, with linear terms or smoothing splines having two and three degrees of freedom (df) in the scope of predictor variables, was implemented using the function step.gam. Models built using a maximum of four df for each variable in the scope of step.gam were considered, but resulting models were qualitatively similar to those limited to three df and the added complexity of the four df models appeared to have no ecological justification. Akaike’s Information Criterion (AIC) was used to determine the best model at each step. Stepwise selection of variables occurred twice for each model. The first stepwise selection process started with the null model, did not contain terms for latitude or longitude and linear terms were excluded from the scope. Latitude and longitude were excluded from the first call to try to explain the observed variation in the beaked whale data using the more informative environmental data before considering fixed geographic coordinates. Linear functions were excluded from the first call because a few instances were found in which AIC was lower for a linear fit than for a quadratic smoothing spline, but a cubic smoothing spline was better than a linear fit. In those instances, the stepwise fitting algorithm would not go beyond the quadratic and test the AIC value resulting from splines having two and three degrees of freedom (df) in the scope of predictor variables. It is advantageous to call step.gam twice because, by default, the function uses the dispersion parameter of the original gam object (Chambers and Hastie, 1993) and the estimated dispersion parameter associated with the best model from the first call to the function is likely to better represent the underlying process than that associated with the null model.

The above stepwise selection of variables finds the model that provides the best fit to the given data as judged by AIC; but it does not provide any information about the predictive power of the resulting model. To assess the predictive power of a number of models, the stepwise building procedure was performed on all combinations of the years 1986-90 with one year left out; 1993 was also included in all trials because it was a relatively small data set. This modified procedure resulted in five ‘best’ encounter rate models and five ‘best’ group size models. To evaluate which encounter rate and group size models performed best according to predictive power, cross-validation methods were applied, testing each model on the excluded year. The model with the lowest average squared prediction error (ASPE) was selected as the model with the best predictive performance. The model selected by the cross-validation process was rebuilt using the specified df and all years of data to fine-tune the smoothing splines.

The final Mesoplodon encounter rate model and Cuvier’s group size model included latitude. To determine how the fixed geographic variable affected the predictive performance of the models, the stepwise selection and cross-validation procedures were repeated, excluding latitude and longitude from the scopes of both calls to step.gam. The ASPE values of the final models built without geographic variables in the scopes were compared to the final models built with geographic variables; the models with the lowest ASPE values were selected as the best overall Mesoplodon encounter rate and Cuvier’s group size models.

To estimate beaked whale density, $D$, the encounter rate ($n/L$) and group size ($S$) model results were incorporated into the standard line-transect equation:

$$ D = \frac{n}{L} S \left( \frac{1}{2 - ESW \cdot g(0)} \right) $$

where,

- $n/L =$ encounter rate (number of sightings per unit length of trackline),
- $S =$ expected (or mean) group size,
- $ESW =$ effective strip half-width, or $1/(f(0))$, where $f(0)$ is the sighting probability density at zero perpendicular distance, and
- $g(0) =$ probability of detecting an animal on the trackline.

The values of $f(0)$ and $g(0)$ were those for Cuvier’s and Mesoplodon beaked whales in the ETP and Gulf of California from Ferguson and Barlow’s (2001) analysis. It was necessary to apply a bias-correction factor to the group size predictions from the GAMs because the models were built in log space and then the results were transformed back to arithmetic space, converting the group size estimate to a geometric mean in the process (Finney, 1941; Smith, 1993). The ratio estimator was used to correct for this back-transformation bias (Smith, 1993). Density estimates for each segment were smoothed to give a geographic representation of average density over the study period by using an inverse distance weighting interpolation to the first power, with the anisotropy ratio set to 1.0 in Surfer software (version 7.0).

To evaluate the models’ fit to the observed data, the following error analysis was conducted. Encounter rate models were fitted to the observed oceanographic and geographic data for all segments in the study area and the differences between predicted and observed values for each segment ($\Delta ER_i$) were calculated:

$$ \Delta ER_i = ER_{\text{predicted}} - ER_{\text{observed}} $$

for segment $i$ in the study area. In addition, the ratio ($R_{ER}$) between pooled predicted values and pooled observed values was calculated:

$$ R_{ER} = \frac{\sum_{i=1}^{n} ER_{\text{predicted}}}{\sum_{i=1}^{n} ER_{\text{observed}}} $$

where the summation is over the total number of segments used to build the models or the number of segments in a given geographic stratum, as described below. Group size was predicted from GAMs based on the subset of data.
RESULTS

In total, 90 Cuvier’s beaked whale sightings and 106 *Mesoplodon* sightings were included in the models. Cuvier’s and *Mesoplodon* beaked whales were sighted in groups of approximately two individuals, on average, with maximum group sizes of six and five individuals, respectively. The mean water depth where Cuvier’s beaked whales were sighted in the ETP was approximately 3.4 km with a maximum depth of over 5.1 km; similarly, the mean depth of *Mesoplodon* beaked whale sightings was just over 3.5 km and the maximum depth was approximately 5.75 km (Table 2; standard deviations (SD) for all environmental variables and summary statistics for the entire study area are also presented in Table 2). Cuvier’s beaked whale was found over seafloors with a mean slope of 0.732° (range: 0.003–6.425°), and *Mesoplodon* spp. were found over a mean slope of 0.673° (range: 0.006–4.935°). In addition, beaked whales in the ETP were found in waters that ranged from well-mixed to stratified, with a continuum of weak to strong thermoclines. Both species were sighted an average of 1.000 km offshore, with a range of approximately 40–3,750 km. The concentration of chlorophyll at the surface associated with the Cuvier’s and *Mesoplodon* sightings ranged from 0.048–0.649 mg m\(^{-3}\) (mean=0.203 mg m\(^{-3}\)) and 0.047 to 2.26 mg m\(^{-3}\) (mean=0.255 mg m\(^{-3}\)), respectively.

Models for both genera predicted highest densities in the highly productive coastal and equatorial waters (Figs 3 and 4). The mean predicted Cuvier’s beaked whale density resulting from the overall best encounter rate and group size models was 4.55 individuals 1,000 km\(^{-2}\) (SD=1.96). The best Cuvier’s beaked whale encounter rate and group size predictions were corrected for the bias due to back-transforming from the log space and the computations for ΔSS and R_SS were analogous to the respective encounter rate statistics (Eqs 6 and 7). To qualitatively determine whether spatial patterns existed in the predictions for encounter rate and group size, a spatially stratified analysis was conducted in which values of R_ER and R_SS were calculated for geographic strata of approximately 5° latitude × 5° longitude.
Fig. 5. Smooth spline functions of the predictor variables incorporated into the final Cuvier’s beaked whale encounter rate (no. sightings/unit survey effort) GAM. Degrees of freedom for nonlinear fits are in the parentheses on the y-axis. Tick marks above the x-axis indicate the distribution of observations in all segments (with and without Cuvier’s beaked whales).

Fig. 6. Smooth functions of the predictor variables incorporated into the final Cuvier’s beaked whale group size GAM. Degrees of freedom for nonlinear fits are in the parentheses on the y-axis. Tick marks above the x-axis indicate the distribution of observations in all segments with Cuvier’s beaked whales.
Fig. 7. Smooth functions of the predictor variables incorporated into the final *Mesoplodon* beaked whale encounter rate GAM. Degrees of freedom for nonlinear fits are in the parentheses on the y-axis. Tick marks above the x-axis indicate the distribution of observations in all segments (with and without *Mesoplodon* beaked whales).

Fig. 8. Smooth functions of the predictor variables incorporated into the final *Mesoplodon* beaked whale group size GAM. Degrees of freedom for nonlinear fits are in the parentheses on the y-axis. Tick marks above the x-axis indicate the distribution of observations in all segments with *Mesoplodon* beaked whales.
models reduced deviance by 7.15% and 15.07% respectively, compared to the null models (Table 3). The Cuvier’s beaked whale encounter rate model used only Beaufort sea state and the fixed geographic variables offshore distance and depth (Fig. 5 and Table 3), and the group size model incorporated latitude, Beaufort sea state, thermocline depth, and thermocline strength (Fig. 6 and Table 3). Beaufort sea state entered both Cuvier’s models as a linear fit with negative slope, indicating smaller observed encounter rates and group sizes with increasing sea states (Figs 5 and 6). Offshore distance was included in the encounter rate model as a smoothing spline with 2df, showing a minimum around 926km (500 n.miles) and the highest rates further offshore (Fig. 5); the slight increase in encounter rate very close to shore is likely due to the cluster of sightings in the Gulf of California and along the Baja Peninsula (Fig. 3). In addition, the encounter rate model incorporated depth as a smoothing spline with 3df, and implies that Cuvier’s beaked whales tended to be sighted most often in waters approximately 2km deep (Fig. 5), corresponding to the offshore edge of the continental slope. In the Cuvier’s group size model, linear fits for latitude and thermocline strength suggest smaller groups at higher latitudes and in waters with stronger thermoclines (Fig. 6). Thermocline depth entered the Cuvier’s group size model as a smoothing spline with 2df, with larger groups observed over shallower thermoclines, although there were few observations at deeper thermoclines and therefore, the tail of the smooth function should be interpreted with caution (Fig. 6).

Mesoplodon beaked whales were predicted to have a mean density of 2.96 individuals 1,000km$^2$ (SD=2.06). The decrease in deviance between the best Mesoplodon encounter rate model and the null encounter rate model was 8.39%, whereas the best group size model resulted in an 11.18% decrease in deviance (Table 4). The Mesoplodon encounter rate model without latitude resulted in a lower ASPE value than the model with latitude (Table 4). The Mesoplodon encounter rate model included Beaufort sea state, depth, SST, salinity and thermocline strength and the group size model contained Beaufort sea state, salinity and thermocline depth. The effects of Beaufort sea state were similar for both Mesoplodon models, suggesting that more animals were observed in calmer waters, as expected (Figs...
7 and 8). *Mesoplodon* encounter rates and group sizes displayed positive associations with sea surface salinity (a smoothing spline with 3df in the encounter rate model and a linear term in the group size model; Figs 7 and 8, respectively), a trend that is likely due to the sightings in the Gulf of California and stretching out from the coast along 10°S (Fig. 4), both of which are regions of relatively high salinity waters (Fiedler, 1992). Similar to the Cuvier’s beaked whale encounter rate model, the *Mesoplodon* encounter rate model selected depth as a smoothing spline with 3df, showing a peak at approximately 2km depth, with a secondary increase from about 4km to the maximum depth at which the genus was observed (Fig. 7). The smooth fit of SST to *Mesoplodon* encounter rate suggests a relative minimum in waters of 25°C (Fig. 7). The linear fit for thermocline strength in the *Mesoplodon* encounter rate model, showing higher encounter rates with stronger thermoclines (Fig. 7), is likely produced by the numerous sightings centred near the coast around 10°N in the TSW (Fiedler, 1992). The *Mesoplodon* group size model fits a smoothing spline with 2df to thermocline depth (Fig. 8), indicating larger groups in waters with 60m deep thermoclines, which is close to the mean value for the study area (Table 2).

The error analysis showed that the mean differences (averaged across all years and all segments used to build the models) between predicted and observed values of encounter rate and group size were zero for both Cuvier’s and *Mesoplodon* beaked whales. The SDs in the differences between predicted and observed values were similar for both genera, with $\text{SD}(\text{D}_{\text{ER}}) \approx 0.085$ and $\text{SD}(\text{D}_{\text{SS}}) \approx 1.00$. In addition, for both Cuvier’s and *Mesoplodon* beaked whales, when pooling all segments used to build the models, the ratios between the pooled predicted encounter rates and the pooled observed encounter rates ($R_{\text{ER}}$) equalled unity out to at least two decimal places, and $R_{\text{SS}}$ was also equal to 1.0. The geographically stratified analysis of residuals in the encounter rate for Cuvier’s (Fig. 9) and *Mesoplodon* (Fig. 10) beaked whales showed that, in approximately half of the strata, the ratio of pooled predicted to observed values, $R_{\text{ER}}$, was close to unity ($1.0 \pm 0.25$). Values of $R_{\text{ER}}$ departed considerably from unity in some strata (from 0.38 to 2.06 for

### Table 3

Summary of Cuvier’s beaked whale encounter rate and group size GAMs for the ETP. Linear fits are represented by ‘L1’, whereas smoothing splines are represented by ‘S#’, where # is the associated degrees of freedom. Final selected model is indicated by **bold** font. Percent change in deviance was calculated for final selected model, rebuilt using all years’ data, as: ((null deviance - residual deviance)/null deviance) x 100.

<table>
<thead>
<tr>
<th>Model</th>
<th>Year omitted</th>
<th>% change in deviance</th>
<th>Lat.</th>
<th>Long.</th>
<th>Beaufort</th>
<th>Offshore distance</th>
<th>Depth</th>
<th>Slope</th>
<th>SST</th>
<th>Salinity</th>
<th>Log surface chlorophyll</th>
<th>Thermocline depth</th>
<th>Thermocline strength</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Cuvier’s encounter rate</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1986</td>
<td>-</td>
<td>L1</td>
<td>L1</td>
<td>S2</td>
<td>S3</td>
<td>L1</td>
<td>S2</td>
<td>L1</td>
<td>S3</td>
<td>S3</td>
<td>S3</td>
<td>S3</td>
<td></td>
</tr>
<tr>
<td>1987</td>
<td>-</td>
<td>L1</td>
<td>L1</td>
<td>S3</td>
<td>L1</td>
<td>S3</td>
<td>L1</td>
<td>S1</td>
<td>L1</td>
<td>S2</td>
<td>L1</td>
<td>S1</td>
<td></td>
</tr>
<tr>
<td><strong>1988</strong> 7.15</td>
<td>-</td>
<td>L1</td>
<td>S2</td>
<td>S3</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>1989</td>
<td>-</td>
<td>L1</td>
<td>S2</td>
<td>S3</td>
<td>S3</td>
<td>L1</td>
<td>S1</td>
<td>L1</td>
<td>S3</td>
<td>L1</td>
<td>L1</td>
<td>L1</td>
<td>L1</td>
</tr>
<tr>
<td>1990</td>
<td>-</td>
<td>L1</td>
<td>S2</td>
<td>S3</td>
<td>L1</td>
<td>S3</td>
<td>L1</td>
<td>S1</td>
<td>L1</td>
<td>S2</td>
<td>L1</td>
<td>L1</td>
<td>L1</td>
</tr>
<tr>
<td><strong>Cuvier’s group size</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1986</td>
<td>15.07</td>
<td>L1</td>
<td>L1</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>S2</td>
<td>L1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1987</td>
<td>-</td>
<td>L1</td>
<td>S2</td>
<td>-</td>
<td>S3</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>1988</td>
<td>-</td>
<td>L1</td>
<td>-</td>
<td>-</td>
<td>S3</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>S3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1989</td>
<td>-</td>
<td>-</td>
<td>S3</td>
<td>-</td>
<td>-</td>
<td>S2</td>
<td>-</td>
<td>L1</td>
<td>L1</td>
<td>L1</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>1990</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

### Table 4

Summary of *Mesoplodon* beaked whale encounter rate and group size GAMs for the ETP. Linear fits are represented by ‘L1’, whereas smoothing splines are represented by ‘S#’, where # is the associated degrees of freedom. ‘NL1’ designates model built without latitude or longitude. Final selected model is indicated by **bold** font. Percent change in deviance was calculated for final selected model, rebuilt using all years’ data, as: ((null deviance - residual deviance)/null deviance) x 100.

<table>
<thead>
<tr>
<th>Model</th>
<th>Year omitted</th>
<th>% change in deviance</th>
<th>Lat.</th>
<th>Long.</th>
<th>Beaufort</th>
<th>Offshore distance</th>
<th>Depth</th>
<th>Slope</th>
<th>SST</th>
<th>Salinity</th>
<th>Log surface chlorophyll</th>
<th>Thermocline depth</th>
<th>Thermocline strength</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Mesoplodon encounter rate</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1986</td>
<td>-</td>
<td>L1</td>
<td>L1</td>
<td>-</td>
<td>S3</td>
<td>S3</td>
<td>S2</td>
<td>S3</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>1987</td>
<td>-</td>
<td>S3</td>
<td>L1</td>
<td>-</td>
<td>L1</td>
<td>S3</td>
<td>-</td>
<td>-</td>
<td>S3</td>
<td>S2</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>1988</td>
<td>-</td>
<td>L1</td>
<td>S3</td>
<td>-</td>
<td>L1</td>
<td>S3</td>
<td>L1</td>
<td>S3</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>1989</td>
<td>-</td>
<td>L1</td>
<td>S3</td>
<td>-</td>
<td>S3</td>
<td>S3</td>
<td>L3</td>
<td>-</td>
<td>S3</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td><strong>1990</strong> 8.39</td>
<td>-</td>
<td>L1</td>
<td>S3</td>
<td>-</td>
<td>S3</td>
<td>S3</td>
<td>S3</td>
<td>-</td>
<td>S3</td>
<td>S3</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td><strong>Mesoplodon group size</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1986</td>
<td>-</td>
<td>L1</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>S2</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>1987</td>
<td>11.18</td>
<td>L1</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>S2</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>1988</td>
<td>-</td>
<td>L1</td>
<td>S3</td>
<td>-</td>
<td>-</td>
<td>S3</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>1989</td>
<td>-</td>
<td>L1</td>
<td>-</td>
<td>-</td>
<td>S3</td>
<td>S2</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>1990</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>S2</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>
Cuvier’s beaked whale), but the distribution of residuals did not show much geographic pattern. Residuals in the group size estimates for pooled strata, $R_{gs}$, were near unity (1.0 ± 0.25) for the majority of strata for both species (Figs 11 and 12), and again there was little geographic pattern to the residuals.

DISCUSSION

The beaked whale models presented here are the first to estimate population densities. In addition, they were based upon a large study area with a substantial amount of survey effort over the abyssal plain. Although it is clear that some species of ziphiid whales are associated with continental slopes or topographic features such as seamounts, ridges and canyons in some areas, this association pattern may not hold for all species throughout their distributions. The ETP Cuvier’s and *Mesoplodon* beaked whale analyses appear to expand the definition of what is considered suitable beaked whale habitat. Beaked whales in the ETP were sighted in considerably deeper waters than in any of the other studies discussed. In addition, beaked whales in the ETP were found in waters that ranged from well-mixed to stratified. High population densities of beaked whales were predicted in the southern Gulf of California, in coastal waters and in the equatorial cold tongue of the ETP study area, but beaked whales did not appear to be narrowly restricted to the highly productive waters typified by these coastal and upwelling systems and they were not limited to the continental slope and shelf waters, which is where the majority of beaked whale field studies have been conducted (Ferguson, 2005).

These analyses have shown that the extent and location of the study area can considerably affect the interpretation of results from beaked whale habitat studies. Two additional aspects of such studies with power to influence the results are the type of analytical method chosen for the analysis and the scale of the analysis. The analytical methods used in previous studies to examine beaked whale habitats ranged from hypothesis tests such as the Kruskall-Wallis one-way ANOVA (Davis et al., 1998), Kolmogorov-Smirnov (Hooker et al., 2002; Wimmer, 2003) and Chi-square (Cañadas et al., 2002; Wimmer, 2003; MacLeod et al., 2004) goodness of fit tests and the Wilcoxon signed rank test (Waring et al., 2001), which determine whether a given environmental variable is related to beaked whale distribution patterns, to multivariate tools such as GLMs (Waring et al., 2001; Cañadas et al., 2002; Hamazaki, 2002), GAMs (MacLeod and Zuur, 2005), ENFA (MacLeod, 2005) and CART (MacLeod and Zuur, 2005), which can quantify the magnitude of the effect (i.e. how much a given environmental variable affects beaked whale distribution).

Generalised additive models were chosen for the ETP analysis because of their flexibility. One weakness of GAMs, however, is that they are data-intensive. All species of *Mesoplodon* sighted in the ETP study area were modelled together because small sample sizes of individual species ($n=17$ *M. peruvianus*, $n=11$ *M. densirostris*) prevented construction of separate models and there was a need to include a large number ($n=78$) of ‘unidentified *Mesoplodon* beaked whales’. Grouping all *Mesoplodon* spp. together undoubtedly obscured the species-specific differences in habitat (Pitman and Lynn, 2001), thereby lowering explanatory or predictive power in the final models; this could potentially account for the low percent explained deviance in the GAMs. Other potential reasons for the relatively small reduction in deviance between the null and best GAMs exist: (1) the signal-to-noise ratio in the environment might be too high relative to the number of observations in the data set; (2) the environmental predictors used to build the models might not be strongly associated with beaked whale habitat; or (3) the error distributions specified for the encounter rate and group size models might be inappropriate. Addressing these questions and the issue of understanding and enumerating the various sources of uncertainty in the models are active areas of research. Nevertheless, as noted above, a dominant strength of GAMs is their flexibility, which manifested itself in the error analyses for Cuvier’s and *Mesoplodon* encounter rates and group sizes. The error analyses found small differences between observed and predicted values, and found that the ratios of pooled predicted to pooled observed values were close to 1.0. Furthermore, in the geographically stratified residual analyses, predictions in the majority of the strata for both genera and both response variables (encounter rate and group size) were within 25% of the observed values and there was no evidence of a spatial pattern.

The spatial or temporal scale at which data are analysed in habitat studies is likely to have profound effects on the results. Ecological mechanisms affecting beaked whale distribution may be scale-specific and there may be a hierarchy of such mechanisms operating on different scales that influence where beaked whales are found. The slope of the seafloor is one variable that may be especially sensitive to the spatial scale of the analysis. For example, the steep wall of a submarine canyon is a feature that would appear in analyses conducted on scales of a few hundred meters to a few kilometres, but it would almost disappear in larger scale analyses such as that described for the ETP. Such small-scale features are likely to be important to the success of localised beaked whale foraging. Nevertheless, the animals may incorporate information from larger spatial scales, as exemplified by upwelling regions such as the Costa Rica Dome, California Current, Peru Current and equatorial cold tongue, to guide them to larger regions of enhanced foraging success. In the time domain, small scale patches with high densities of prey are likely to be temporally dynamic; therefore, instantaneous information about the present environment is most relevant for determining foraging success at a specific point and place in time. To arrive in the general vicinity of patches with high densities of prey, however, successful predators might have processed time-lagged information, averaging their foraging experiences in different regions over the past week, month, year, or decade, for example. Time lags are particularly important when proxies such as chlorophyll data are used to indicate beaked whale habitat because it is not the primary producers themselves, but the squid and mesopelagic fishes several trophic levels higher, that beaked whales eat and time lapses before energy and nutrients from the primary producers climb the food chain up to cetacean prey species (Jaquet, 1996). It is noteworthy that the ETP analysis found no associations between beaked whales and surface chlorophyll concentration, which is a biological variable commonly used as a proxy for cetacean prey. Ultimately ecologists are left with a conundrum: to determine which environmental predictors define beaked whale habitat it is important to know the scale at which to observe the ecology of the system; simultaneously, to determine the scale at which to observe the ecology of the system, it is important to know which environmental predictors define beaked whale habitat. This suggests that an iterative approach may be the best way to increase ecological understanding of these animals.
Understanding of zuphiid whale habitats may be enhanced by conducting more surveys in a greater diversity of potential habitats, thoughtfully selecting the types of environmental data collected and the scale at which they are collected, investigating the effects of scale on habitat models and explicitly accounting for detection bias (e.g. by incorporating Beaufort sea state and availability bias correction) in occurrence, density and abundance models.

RESEARCH RECOMMENDATIONS

(1) Accurate habitat models for zuphiid whales will not be possible unless surveys cover a broader range of potential habitats, including deep waters over the abyssal plains. Surveys that only cover the suspected habitat, such as slope waters, cannot be used to confirm this habitat preference.

(2) Oceanographic data should be collected in conjunction with cetacean surveys to improve the data available for habitat modelling. There is a particular need to identify the prey of zuphiid whales and to develop methods to measure their abundance.

(3) To reconcile apparent differences in results among different habitat studies, the influences of observation scale (including total survey area and the sample size used to partition that area into smaller units), detection bias (the effect of sea state on apparent density) and suite of predictor variables, must be addressed.
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