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ABSTRACT

A full and detailed description of a Strike Limit Algorithm (SLA) based on Adaptive Kalman Filtering techniques with an application to the
Bering-Chukchi-Beaufort (B-C-B) Seas stock of bowhead whales is presented in this paper. Extended Kalman filters are used to estimate
the present stock size and posterior probability distributions for MSY-rate (MSYR) and the pre-exploitation stock size K. A catch control
law selected from a one-parameter family of such rules is then used on the conditional estimates of stock size. These conditional strike limits
together with the posterior distributions of the various combinations of MSYR and K, give a cumulative distribution function for the strike
limit. The eventual strike limit is then determined as a pre-specified percentile of this distribution. The SLA can be tuned to varying degrees
of risk by the choice of the parameter characterising the catch control law and the percentile of the distribution for the strike limit. The
procedure is tested on the Evaluation Trials set by the Standing Working Group on Aboriginal Whaling Management Procedures.

INTRODUCTION

Non-profit hunting of large whales by native communities
where the objective is to meet the nutritional and cultural
requirements of the hunting communities is managed by the
International Whaling Commission as aboriginal subsistence
whaling (e.g. Donovan, 1982). A typical example is the
hunting of bowhead whales (Balaena mysticetus) by
Alaskan Inuit communities (Stoker and Krupnik, 1993). Any
type of harvesting requires some type of management and
the Commission of the IWC has specified the following
management objectives (IWC, 1999):

(1) ensure that the risks of extinction to individual stocks are
not seriously increased by subsistence whaling;

(2) enable aboriginal people to harvest whales in perpetuity
at levels appropriate to their cultural and nutritional
requirements, subject to the other objectives; and

(3) maintain the status of stocks at or above the level giving
the highest net recruitment and to ensure that stocks
below that level are moved towards it, so far as the
environment permits.

In connection with the second objective, the annual number
of whales needed to meet the requirements of the hunting
communities must be specified. It is agreed by the IWC in
practice for each harvest. This number will hereafter be
referred to as aboriginal need. It may be constant or
time-varying, but is always specified in advance and forms
an upper bound on the number of whales which can be taken.
The management objectives may not be compatible since
fulfilling need may entail an increased risk of extinction. A
trade-off between objectives is often inevitable, and good
management is thus a compromise between the different
objectives. In order to manage a stock successfully, a fully
specified management procedure or management scheme
has many advantages (e.g. see discussions of the IWC’s
Revised Management Procedure for commercial whaling of
baleen whales: Hammond and Donovan, In press). Data
requirements, guidelines for data collection and data
treatment, rules whereby catch limits are set based on input
data, rules for dealing with the absence of data, time period
for which catch limits are set, and so on, are all fully
specified and defined in such a scheme. The ad hoc nature of
assessments and the setting of quotas or strike limits is
therefore removed and the whole process becomes more or

less automated. A central component of a management
scheme is a Strike Limit Algorithm (SLA), which is a rule or
an algorithm where a data series 2 usually abundance data
2 is input into the algorithm, and the output is the number of
whales which may be taken or struck. The performance of an
SLA may be tested and evaluated prior to application to real
stocks by computer simulations using mathematical models
of stock dynamics, abundance observations and data quality.
The robustness of the SLA can be tested for a wide variety of
scenarios by altering the assumptions about parameter
values and functional forms in the simulation model. A
degree of confidence that the SLA can safely be applied to
real stocks can therefore be obtained in advance. SLAs can
take many different forms, but usually contain an estimation
part and a part for setting strike limits. In this paper an SLA
based on the Adaptive Kalman Filter (AKF – see
Dereksdóttir and Magnússon, 2001) is presented and an
application to aboriginal whaling is given. This SLA will be
referred to as the AKF-SLA.

Kalman filters (Kalman, 1960) are widely used to estimate
the state of a stochastic dynamical system with noisy
observations, i.e. a system with both ‘process noise’ and
‘observation noise’. Kalman filtering has been applied to
estimation problems in fisheries management with some
success (e.g. Pella, 1993; Gudmundsson, 1994; Kimura et
al., 1996; Reed and Simons, 1996) to estimate stock sizes
and population parameters using catch and effort data. The
equations used to describe the population dynamics of
whales and the assumed relation between the true stock size
and observations thereof can be written in a form suitable for
state estimation by Kalman filters. Such estimation schemes
together with a set of catch control laws form the basis of the
SLA presented here.

In order to apply the Kalman filter, mathematical models
of the state dynamics and the relationship between the
observations and the true state are required. The way the
Kalman filter works is that the most recent state estimate is
projected forward in time by the model and the next
observation predicted. The prediction is then compared to
the actual observation and the state estimate corrected. The
correction or update is proportional to the difference
between the prediction and the observation. A large
difference therefore results in a large correction and a small
difference results in a correspondingly small update in the
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estimate. The proportionality constant, known as the Kalman
gain, depends on the magnitude of the measurement noise
and the noise in the dynamics. A high value of the
observation noise – meaning that the level of confidence in
the observations is low – gives a small gain and thus a small
correction in the model prediction. On the other hand the
gain is high if the measurement noise is small relative to the
process noise and the level of confidence in the observations
therefore high. The updated estimate of the state is then
projected forward in time by the model until a new
observation is made and the process repeated. In the Kalman
filtering application presented in this paper, the state of the
system is the total (1+) population size of the stock, the
component on which density-dependence is assumed to
operate, and the observations are the survey estimates. For a
fuller description of Kalman filtering methods and their
properties, see for example Brown and Hwang (1997).

The version of the AKF-SLA presented in this paper is
adapted to the Bering-Chukchi-Beaufort Seas stock of
bowhead whales for which a considerable amount of
information is available, including a series of abundance
observations. Furthermore, it is expected that observations
will continue to be made at regular intervals in the future. A
set of simulation trials designed to evaluate the performance
of potential SLAs for this stock is given in IWC (2003a).
These Evaluation Trials are conditioned1 on the data for the
B-C-B bowhead stock, i.e. on catch history, past stock
estimates and parameter values.

The SLA described here forms a part of the Aboriginal
Whaling Management Procedure for the B-C-B stock of
bowhead whales adopted by the Scientific Committee of the
IWC in 2002 (IWC, 2003b). This may in fact be the first
example where management will actually be based on a
Kalman filter approach. This paper contains a full and
detailed description of the algorithm: in the next section a
general framework is given so that the estimation methods of
Kalman filtering can be applied, followed by a fully
specified model applicable to the B-C-B stock. The results of
applying this SLA to the Evaluation Trials are given and
finally, the results of some sensitivity tests are presented and
discussed.

MODEL FORMULATION AND SPECIFICATION
OF THE AKF STRIKE LIMIT ALGORITHM

Overview
In the AKF-SLA, a simple population model is used to
describe the stock dynamics. Furthermore, the relationship
between observed stock size and true stock size is assumed
to be linear. The stock dynamics model and the observation
model contain a number of unknown parameters, some of
which are fixed and others estimated by Bayesian methods in
conjunction with the Kalman filtering estimation scheme.
Each of the parameters to be estimated range over a discrete
set of values giving a grid in the parameter space. A prior
probability distribution is given to the parameter
combinations in the grid and a Kalman filter is associated
with each combination.

The probability associated with each parameter
combination in the grid is updated by Bayesian methods each
time a new survey estimate becomes available. The estimate
of the state associated with each of the combinations is
updated at the same time by the corresponding Kalman filter.

Thus, for each combination in the grid, there corresponds the
posterior probability of the particular combination and an
estimate of the state (i.e. stock size) conditional on this
combination. This amalgamation of Kalman filtering and
Bayesian methodology is known as Adaptive Kalman
Filtering (AKF). The overall estimate of the present state
(stock size) is then obtained by summing all the stock
estimates corresponding to the different parameter
combinations, weighted by the respective posterior
probabilities. This overall stock estimate is not used in the
SLA described here. 

Once a catch control law is specified, a strike limit can be
calculated – conditional on the values of the parameters and
the corresponding stock estimate. Associated with each
conditional strike limit is the most recent posterior
probability of the particular parameter combination. A set of
strike limits (one for each parameter combination) with
associated probabilities therefore results. Arranging all the
strike limits in an increasing sequence, the associated
probability distribution enables the construction of the
cumulative probability distribution for the strike limit.
Specifying a percentile of this distribution gives the eventual
strike limit. The procedure on which the SLA is based is
illustrated schematically in Fig.1.

Some of the specifications in the AKF-SLA refer to the
B-C-B stock, but the algorithm proposed here is nevertheless
fairly general and should be applicable to a range of stocks
with fairly minor modifications. The choice of the parameter
grid on which the state estimate is conditional is also fairly
flexible, but in this version the estimates are conditional on
values of MSYR and K, the pre-exploitation population size
(carrying capacity), in a two dimensional grid.

The Kalman Filter
It is assumed that the population dynamics and observations
are governed by the following equations:

(1)1 Conditioning is the process of selecting the values for the parameters
of the operating model so that this model is consistent with existing data
for the species/stock.

Fig. 1. An overview of the algorithm for setting the strike limit.
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(2)

where Nt is the total population of animals 1 year and older
(1+) in year t, Ct is the catch in year t and ut and vt are normal
random variables with zero mean and variances Qt and Rt ,
respectively. This is the well-known Pella-Tomlinson (P-T)
model with parameters: annual survival rate S;
pre-exploitation population size K; and the resilience
parameter A, which is related to MSYR by MSYR =
A·(1–S)/S·z/(z + 1). The exponent z in equation (1)
determines the MSY-level (MSYL) according to MSYL = (z
+ 1)1/z K. This model is in fact a simplification of the usual
P-T models since there is no delay in the dynamics here. The
possibility of biased observations is addressed by the
parameter B, which is termed a bias factor. Note also that the
process noise enters by simply multiplying the usual P-T
function by a lognormal random variable.

The state variable is defined to be x = ln(N) and the
observation y = ln(Nobs), or y = ln(Nobs) – ln(B) if the
possibility of bias is considered. The state and observation
equations can therefore be written in the form:

(3)

(4)

where

(5)

The state and observation model (3) and (4) is in a form
which lends itself to state estimation via the Extended
Kalman Filter (the equation describing the dynamics is
non-linear and hence the EKF 2 in which non-linear
functions are linearised – must be used). The model is of a
particularly simple form; it is one-dimensional and the
function relating the state and observation is simply the
identity. The equations comprising the Kalman filter will
therefore have a relatively simple form. The function f(x) is
clearly non-linear and in order to apply the Kalman filtering
method a linearisation is required, i.e.

(6)

To start a Kalman filter estimation process, an estimate of the
state x at t = 0 needs to be specified, together with the
corresponding error covariance matrix, which in this case is
simply a scalar variance since the model is one-dimensional.
If the population is assumed to be at carrying capacity at
t = 0, then the initial conditions can be taken to be x0 = K and
P0 = 0, since there is no initial variance as K is specified in
the model.

The estimate of the state at time t, using data up to t-1 is
denoted by xt|t-1 and is known as the prior estimate of xt. The
corresponding variance at time t is:

(7)

When a new observation yt becomes available, the estimate
xt|t-1 is updated according to:

(8)

which is the posterior estimate of xt i.e. the estimate of the
state at time t using data up to t. Here Kt is known as the
Kalman gain at time t. Note that the term in brackets on the
right hand side is the difference between the actual
observation and the predicted observation at time t. Thus a
large difference between the actual and predicted
observations will give a large modification in the state
estimate and a small difference results in a correspondingly
small modification. The Kalman gain is given by: 

(9)

The variance Pt|t-1 is updated by:

(10)

Note that Pt|t is the variance associated with the updated
(posterior) estimate of the state at time t.

Finally, new prior estimators of the state and the error
matrix at t+1, are obtained by the forward projection
equations:

(11)

(12)

where Ft is given by equation (6) and the linearisation is
about the point x = xt|t. The Kalman gain at time t+1 can then
be calculated and hence the posterior estimate of the state at
t+1 and so on.

Equations (8)-(12) are the recursive equations for the
extended discrete Kalman filter. If the model equations are
linear, then the particular form of the gain Kt given by
equation (9) minimises the value of Pt/t, i.e. the mean square
estimation error. Note that P is simply a scalar in this model.
The Kalman filter is therefore the optimal linear estimator
for systems with linear observations and dynamics. For a
non-linear model the question of optimality is more
problematic. Note also that the effect of the observations on
the updated state estimate depends on the relative values of
state noise and measurement noise. The Kalman gain K,
increases with the former but decreases with the latter.

Bayesian estimation of model parameters
In the state-estimation scheme described above, it is
asssumed that all parameter values are known. This is
seldom the case and the present model contains five
unknown parameters, S, A, z, K and B, in addition to the
variances Q and R. In the application described in this paper,
three of those, z, S and B are fixed and the others – i.e. the
resilience parameter A and the carrying capacity K – are
estimated by Bayesian methods. Each of the two parameters
ranges over a sequence of discrete values. This gives a
2-dimensional grid of values (Ai,Kj), i = 1,2,…,I; j = 1,2,…,J
with IJ different sets of parameter values. Once the
parameters have been fixed, the EKF can be applied; thus to
each of the IJ parameter sets there corresponds an extended
Kalman filter. Whenever a new observation becomes
available, the stock estimate, xt|t-1(Ai,Kj), is updated as
described above and the posterior probability distribution,
p(Ai,Kj|Yt), is updated for each of the IJ parameter sets,
(Ai,Kj) by Bayesian methodology. Here, Yt is the set of
observations up to and including time t. The probability
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distribution is updated as follows (let a denote the vector of
parameters (A,K)).

A prior distribution, p(ai), i = 1,2,…,IJ, for the vector a is
given, and each time a new observation becomes available,
a posterior distribution, p(ai|Yt-1) is updated according to:

(13)

where the conditional distribution p(Yt|ai), is given by the
recursive formula (dropping the index on a for convenience
of notation): 

(14)

where xt|t-1, and Pt|t-1 depend on ai and are obtained by the
Extended Kalman Filter method. Note that a ‘small’
prediction error yt–Xt/t–1, gives a ‘high’ value of p(Yt|ai).
Finally, p(Yt) is calculated by: 

(15)

This scheme for updating the state estimate and the
conditional probability distribution associated with the
parameter values is the Adaptive Kalman Filter (AKF). See
Dereksdóttir and Magnússon (2001) for a slightly more
general formulation. 

Catch control law
Applying a catch control law corresponding to each of the
(Ai,Kj) to xt|t(Ai,Kj), a total of IJ strike limits
C(xt|t(Ai,Kj),Ai,Kj) are obtained, together with the associated
posterior probability distribution p(Ai,Kj|Yt), i = 1,2,…,I;
j = 1,2,…,J. Arranging all the IJ strike limits
C(xt|t(Ai,Kj),Ai,Kj) in an increasing sequence, the associated
probability distribution makes it possible to construct the
cumulative distribution function F(C) for the strike limit.
Once a percentile g of this distribution is set, a provisional
strike limit is determined by solving for Ct.

(16)

A one-parameter family of catch control laws is used in this
version of the SLA. The conditional strike limit is C = qMSY
if the stock size N exceeds MSYL and is given by the rule
C = qRY, where RY is the replacement yield as calculated
from equation (1), if N < MSYL. The multiplier q is a
function of the conditional estimate of the stock size (i.e.
conditional on K and MSYR) and is chosen from a family of
continuous piecewise linear functions. This family is
parameterised by b, the q-value at 0.5MSYL. The multiplier
q depends on N as follows

(17)

The strike limits as functions of stock size are shown in Fig.
2, which also shows the RY-curve for reference. The
parameter b is a measure of the steepness of the catch control
law and is one of the two parameters whereby the procedure
can be tuned i.e. the level of risk chosen. The other is the
percentile g in the cumulative distribution function (cdf) for
the nominal strike limit. Fig. 3 shows the cdf for four
different b values and illustrates how a higher value of b
gives a higher strike limit for a fixed g-value. This difference
disappears as g approaches one. A strike limit is then set
as:

SLt = min(Ct,needt) (18)

where needt is the pre-specified level of aboriginal need in
year t. All components refer to the 1+ component of the
population, i.e. the total number of animals one year and
older. 

A so-called ‘snap to need’ feature is incorporated whereby
the strike limit is increased to need if the provisional strike
limit resulting from the SLA exceeds 95% of need, and

Fig. 2. Strike limits for b = 0.2, 0.4, 0.6 and 0.8 and calculated
replacement yield (RY) as a function of stock size. MSYL is set to
10,000 and MSYR to 1%.

Fig. 3. The cumulative distribution function for the strike limit at the
beginning of management (2003) for four values of b. Key: - =
Beta 0.2; < = Beta 0.4; • = Beta 0.6; X = Beta 0.8.
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finally, a maximum of 20% change in strike limits between
years is imposed. The strike limit is set for 5-year blocks at
a time.

Implementation for the B-C-B bowhead stock
A few more specifications are required. The B-C-B version
described here is defined as follows. The population
parameters which are kept fixed, S and z, are set to 0.99 and
2.39 respectively (this value of z corresponds to an
MSY-level of 60% of K). The carrying capacity K, ranges
from 10,000 to 23,000 in increments of 100 and the values of
the resilience parameter A correspond to MSY-rates of 1%,
1.5%, 2%,…,3.5% and 4%. The possibility of a survey bias
is not considered in this version, i.e. B is set equal to one.
There are therefore 131 values of K and 7 values of MSYR in
the parameter grid, giving a total of 917 filters. It is assumed
that the stock is at carrying capacity in 1848 when
commercial whaling began. The filters are therefore started
in that year, with initial conditions x0 = K and P0 = 0. The
state x is projected forward by equation (11) and not updated
until 1978 when the first survey estimate was made. On the
other hand, the variance P is projected forward every year by
equation (12). The variables x and P are updated by
equations (8) and (10) respectively, whenever a new
observation becomes available. There are 10 historical
abundance observations between 1978 and 1993, and the
SLA will be given abundance observations in 2002, 2004 and
then every 5 or 10 years in the evaluation trials (IWC,
2003a). To each observation there is an associated estimate
of the Coefficient of Variation (CV). The variance of the
measurement noise vt , is given by:

(19)

In order to obtain a value for the variance of the process noise
Q, some simulation experiments were carried out using a
simplified population model to generate stock data. Q was
chosen so as to roughly minimise prediction error – i.e. error
between actual and predicted stock size 2 in a small subset
of simulation trials. This gave Q = 1023. Note that a high
value of Q gives a high Kalman gain and hence the estimates
tend to follow the individual observations, which is not a
desirable feature. The sensitivity to the value of Q was
investigated and the results did not give any reason for
changing the value of Q (Dereksdóttir and Magnússon,
2001).

Since there is no prior information on the values of the
parameters A and K, the prior distribution for each parameter
set (Ai,Kj), i = 1,2,..7; j = 1,2,…,131, is assumed to be
discrete uniform on the specified grid. The first update of this
probability distribution is made in 1978.

RESULTS

The set of Evaluation Trials defined by the Standing
Working Group (SWG) on the Development of an
Aboriginal Whaling Management Procedure (IWC, 2003a)
is given in Table 1. These trials were designed to evaluate the
performance of potential SLAs for the B-C-B stock of
bowhead whales by simulating management over a period of
100 years. Factors such as MSYR, MSYL, survey interval,
survey bias, survey CV and changes in need are varied and
stochasticity in population dynamics introduced in order to
investigate how well the SLAs perform under different
scenarios. One hundred replicates of each trial are simulated
and medians and percentiles of various performance
statistics calculated from these 100 replicates. Definitions of

all performance statistics are given in IWC (2003b); the key
ones are the following: final depletion 2 relative to K2 after
100 years of management (D1); relative recovery (D10),
which is the ratio of final population size over the population
size at the start of management; and need satisfaction (N9)
over the first 20 years and over the entire 100-year period. A
value of 1.000 means that aboriginal need was fully satisfied
over the period in question. The key trials are the
following:

(1) BE01, which is considered to represent the most likely
picture of stock history and parameter values.

(2) BE04 where observations are negatively biased, i.e.
underestimate the true abundance. Strike limits are
likely to be lower than necessary and need satisfaction
(N9) therefore too low. The challenge is to keep need
satisfaction as high as possible.

(3) BE09, which is a low MSYR trial where full need
satisfaction is not possible. 

(4) BE12, which is an extreme trial from a conservation
perspective, i.e. low MSYR, positively biased
observations with the bias changing with time and
underestimated survey CV. The stock is therefore likely
to end up very depleted and the challenge is to prevent
this as far as possible. 

(5) BE16 where the increase in aboriginal need is greater
than in BE12, but is a less extreme trial as regards survey
quality.

Any SLA should in general have one or more free
parameters, which determine the performance with respect
to one or more criteria. These performance criteria are
usually mutually incompatible and a trade-off is therefore
unavoidable. For an SLA, the key trade-off is between risk of
stock depletion and poor need satisfaction. Values in one
region of parameter space make the procedure conservative
in the sense that the risk of depleting the stock is small, but
need satisfaction may be unnecessarily low. On the other
hand, parameter values in a different region may give high
need satisfaction, but at a higher risk to the stock. The
parameters used for setting the level of risk are referred to as
tuning parameters. The tuning of this version of the
AKF-SLA is two-dimensional, the two parameters being b,
the value of q at 0.5MSYL, see equation (17), and g, the
percentile in the cumulative distribution for conditional
strike limits. The full range of values for b and g is [0,0.8]
and [0,1] respectively, with higher values of either giving
higher strike limits.

Table 2 shows the results from the application of the
AKF-SLA with what is referred to as the baseline tuning to
the set of Evaluation Trials. The values of (b,g) are
(0.70,0.35). Results are shown for the four key performance
statistics. The full set of results is given in IWC (2003b),
which also gives the results for a more conservative tuning,
i.e. (b,g) = (0.55,0.35). This low tuning was selected in
order to demonstrate that the SLA can be tuned to give
median relative recovery (D10) in BE12 greater than one, i.e.
final stock size greater than the stock size at the beginning of
management. The guidelines for the selection of the baseline
tuning parameters were to maintain full median need
satisfaction in trial BE01, to keep the median final depletion
in BE12 above 30% of K and to try to maximise need
satisfaction in BE04. These results will not be discussed in
any detail here; suffice to say that the only ‘problem trials’
are BE04 where need satisfaction is not satisfied in spite of
the stock being able to withstand such removals, and BE12
and BE13 where the recovery is not satisfactory.
Furthermore, stochastic population dynamics do not appear
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to have much effect; if anything, the results are slightly
better. The survey interval is not crucial either in this
particular set of trials, although the result is marginally better
in BE12 with a shorter interval.

In order to explore how performance depends on the
tuning parameters, 20 (b,g) combinations in the square
[0.5,0.8]3[0.2,0.6] were selected. Note however, that these
are not the most extreme tunings possible. Fig. 4 shows plots
of the BE01-N9, BE04-N9 and BE12-D10 statistics for the
full 100-year horizon. This figure demonstrates the trade-off
between the recovery statistic BE12-D10 and the need
satisfaction statistics, median of BE04-N9 (Fig. 4a) and 5th

percentile of BE01-N9 (Fig. 4b), as well as the relationship
between the two need satisfaction statistics (Fig. 4c). The 5th

percentile of N9 in BE01 is selected rather than the median,
because the latter hits the upper bound of 1.00 for a large
fraction of the (b,g) combinations. It is clear that some (b,g)
combinations are dominated, i.e. it is possible to find other
combinations where performance is superior in both need
satisfaction and recovery. An indication of the location of the
optimality frontier, i.e. where improvement in one statistic is
not possible without a deterioration in the other, can be seen
in Fig. 4a. This frontier illustrates well the trade-off between
recovery as measured by BE12-D10 and need satisfaction as
measured by BE04-N9. However, this frontier is far from
being optimal for BE12-D10 and BE01-N9(5%) as is clear
from Fig. 4b. The selection of values for tuning parameters,
even if a level of a recovery or depletion is fixed, is thus very
difficult. For example, suppose that the condition
BE12-D10 = 0.95 is imposed. Then the (b,g) combination
(0.7,0.3) is clearly superior to (0.5,0.6) in terms of BE04-N9,
but the reverse is the case for BE01-N9(5%).

The SWG also specified a large number of other trials,
named Robustness Trials. These trials include such factors
as time-varying biological parameters, episodic events,
where two events occur in years 1-50, in which 20% of the
animals die, etc. The full specifications of the Robustness
Trials and the results for the AKF-SLA are given in IWC
(2003b) and will not be discussed here, with the exception of
a trial in which the population crashes to 2,000 whales in the
first year, but everything else is as in trial BE16. This
scenario may not be very plausible, but serves a useful
purpose in assessing how quickly the SLA reacts to drastic
changes. The resulting values for the D1 statistic (final
depletion) with 10-year survey intervals is 0.000; 0.000;
0.044 for 5th percentile, median and 95th percentile. It is
therefore quite clear that the SLA does not react fast enough
to prevent extinction in the majority of the replicates. One
reason is the 20% maximum change between years, which is
imposed on the strike limit. Decreasing the survey interval to
five years gives D1 statistics 0.060; 0.119; 0.161 which is a
considerable improvement. This can be improved even
further by removing the 20% bound on changes in strike
limit. The higher survey frequency is therefore crucial in
preventing extinction in such a scenario.

Fulfilling aboriginal need is a high priority goal. This is
the motivation for the ‘snap-to-need’ feature where the strike
limit is increased to need if the provisional strike limit
resulting from the SLA is close to need, i.e. greater than a
certain percentage thereof. Need increases with time in most
trials. ‘Snapping-to-need’ has therefore less of an impact on
the stock size early in the management period, since the
resulting increase in strike limits in terms of numbers of
whales is lower. It may therefore be argued that the
percentage could safely be set lower initially, thus increasing
need satisfaction in the first years of management. In order to
investigate the effect of a variable ‘snap-to-need’

percentage, a few trials were run in which, for the first 20
years, the strike limit was set to need if the SLA strike limit
exceeded 80% of need and, thereafter, set to need if the SLA
strike limit exceeded 95% of need. The results are given in
Table 3. Need satisfaction in the first 20 years is almost fully
satisfied without any significant deterioration in depletion
statistics for trials such as BE09, BE12 and BE16. The
improvement in need satisfaction in years 1-20 is further
illustrated in Table 4 which gives the number of replicates
where need is not fully satisfied in this period. A lower initial
‘snap-to-need’ percentage is thus a definite improvement. 

DISCUSSION

The SLA described in this paper rests on a sound theoretical
basis, i.e. the well-established Kalman filtering techniques
and Bayesian methods. The state estimation part of the SLA
employs the so-called Extended Kalman Filter 2 which is
applicable to non-linear systems 2 to estimate the stock size
conditional on (MSYR,K) values. Bayesian methodologies
are used for calculating strike limits. The only part of the

Fig. 4. Median need satisfaction in BE04, relative increases in BE12
and need satisfaction in BE01 for three values of b and g from 0.2 to
0.6 in increments of 0.1. In (a) and (b) g decreases from left to right
for each b value and in (c) g increases from left to right for each b.
Key: ? = Beta 0.5; Ö = Beta 0.6; ë = Beta 0.7; ñ = Beta
0.8.
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SLA which could be regarded as ad hoc is the set of catch
control laws, but these laws are nevertheless of a general
form used by the IWC in the past. 

The SLA is tuned by two independent parameters giving
substantial tuning flexibility and a fairly wide range of
results. There is however some scope for improvement.

It is clear from Fig. 3 that the cumulative distribution
function for the strike limit is close to a step function with the
steps corresponding to the different MSYR values used in the
filters. This is reflected in plots of catch trajectories, where
distinct bands corresponding to the MSYR values are
apparent in a few trials (IWC, 2003b). It is therefore
desirable to reduce the height of the steps and make the strike
limit change more smoothly with the tuning parameter g.
This can easily be achieved by increasing the number of
MSYR filters. Fig. 5 shows the cumulative distribution
function at the beginning of management (2003) for 4, 7 and
10 MSYR filters. The height of the steps is lowest for 10
MSYR filters as expected. Ideally, the grid for MSYR values
should be as fine as possible, but for computational reasons
‘only’ 7 filters are used in this version of the AKF-SLA.
Another way to smooth the cumulative distribution function
is to fit polynomials or spline functions through the step
function, but this has not been explored here.

The possibility of using a set of bias filters, i.e. to
condition on parameter values in a 3-dimensional grid was

not explored here. This is investigated in Dereksdóttir and
Magnússon (2001), where it is shown that the AKF is very
successful in identifying a negative survey bias.
Performance in such a trial, BE04, is thus greatly improved,
i.e. need satisfaction increased substantially. On the other
hand, performance deteriorated somewhat in the
conservation trials (BE09 and BE12) since the AKF was less
successful in identifying the positive bias. There are
nevertheless good reasons for keeping the option of bias
filters open, when applying the AKF-SLA to other stocks. 

The overall stock estimate is not used in this version of the
AKF-SLA. It may be worthwhile to explore the possibility of
using this estimate or the corresponding time-trends therein
to change the values of the tuning parameters during the
simulation period. Similarly the overall stock estimate may
be used to invoke a protection level. There is no explicit
protection level in the present version, only an implicit one
coming from the catch control law.

Some further investigations of the properties of this SLA
are desirable. For example, it is of interest to see how the
weighted average of MSYR develops as more and more
observations become available and to compare this estimate
to the true MSYR value. It is also of interest to see how well
the overall stock estimate 2 obtained as the weighted
average of the individual estimates (see Fig. 1) 2 tracks the
true stock trajectory. These aspects were investigated to
some extent in Dereksdóttir and Magnússon (2001) where it

Fig. 5. The cumulative distribution function for the strike limit at the
beginning of management (2003) for three sets of (MSYR, K)
filters.
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was shown that this estimate tracked the true stock fairly
well and that the estimation part of the SLA was indeed
learning as more and more observation became available. 
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